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ABSTRACT 

This paper tries to analyze a signal detection probability 
of a GPS receiver under more realistic environments. The 
result shows that lower detection probability can be 
obtained when the phase differences among the codes in 
the correlation arms of a multiple correlator are larger. 
Furthermore, this paper proposes a new correlation 
scheme, named XMC(eXtended Multiple Correlator), 
which reduces the rate of degradation for the detection 
probability. The proposed XMC is different from the 
general multiple correlator in that a combined form of the 
locally generated codes is used for despreading. The 
performance of the proposed XMC is shown by the 
evaluating the detection probability and the mean 
acquisition time in a general SNR environments. 

INTRODUCTION 

The signal processing for a GPS receiver is composed of 
the signal acquisition, the tracking, and the navigation. 
The goal of the acquisition is to synchronize the code 
phase and a carrier frequency with the incoming signal for 
a particular satellite [1,4,9]. A search over carrier 
frequencies and code phases is required in order to 
acquire GPS signals. An acquisition time is one of the 
major parameters of evaluating the TTFF(Time To First 
Fix). Generally, the acquisition time is long and uncertain 
while the time for tracking or navigation is short and 
regular. The acquisition performance can be evaluated by 
calculating the mean acquisition time. The mean 
acquisition time is calculated with the detection 
probability, the false alarm rate and the number of search 
(which is the ratio of the total number of searched cells to 
the number of searched at a time) [3,5,6,9]. These values 
can be changed as adopted correlation methods. 
Correlators can be categorized into two types: an active 
correlator and a passive correlator while an active 
correlator is classified into a multiple correlator, a 
matched filter and a correlator using FFT [11]. The 



passive correlator sequentially searches all the potential 
code phases and carrier frequencies until the correct code 
phase and carrier frequency is acquired [1,3,4,10]. The 
multiple correlator correlates the incoming code with 
locally generated codes from multiple correlation arms to 
shorten the acquisition time [3,4,9]. The matched filter 
correlates delayed incoming codes with the locally 
generated code and can be shown to be mathematically 
equivalent to the multiple correlator [9,11]. The correlator 
using FFT has equivalent frequency characteristics to the 
matched filter and/or the multiple correlator. It takes less 
time to perform the acquisition process than the passive 
correlator [4]. Those active correlators have superior 
performance in the acquisition time to the passive 
correlator. However, those consume more power due to 
their complex hardware structures. In recent years, the 
multiple correlator with a moderate number of correlation 
arms is widely used for the acquisition [8]. This scheme 
can be regarded as a complement form of the passive 
correlator with the multiple correlator. 

Tracking the history of the study of the mean acquisition 
time for a spread spectrum system, we can find well 
results studied by R.L. Peterson and M.K. Simon [9,11]. J. 
Campanile has applied these results to the GPS receiver 
[5], and L.B. Lozow derived the mean acquisition time of 
multiple correlator by extending the results for the single 
correlator [3]. These researches have focused on the 
acquisition performances under the assumption that the 
phase difference between the incoming code and the 
locally generated code is exactly known. However, since 
the difference cannot be known before accurate signal 
tracking, it can be easily expected that the results are not 
useful for real situations. 

This paper derives a generalized detection probability and 
a generalized mean acquisition time, which include the 
previous research results. We analyze that the detection 
probability and the mean acquisition time for the 
variations of the code phase interval in the in each 
correlation arms of the multiple correlator, which cannot 
be observed in the previous research results. The results 
shows when the code phase interval increases, the 
probability of increase of phase difference between the 
incoming code and the locally generated code goes high. 
Due to this property, the probability of taking low 
correlation value increases and the signal detection 
probability decrease rapidly. This paper propose a new 
acquisition scheme called extended multiple 
correlator(XMC) which can reduce the performance 
degradation. The proposed scheme is an extended form of 
the multiple correlator and utilizes the locally generated 
codes in a combined form not a separate one. Since widen 
correlation characteristics can be obtained with the 
proposed scheme, the XMC can reduce the correlation 
loss caused by the phase difference between the incoming 
code and the locally generated code. 

The GPS signal acquisition is a kind of search process 
which searches 2-dimensional uncertain region, carrier 
frequency and code phase. The C/A code phase search 
range is associated with the locally generated code, and 
the carrier frequency search range is associated with the 
locally generated carrier. Figure 1 illustrates the 2-
dimensional search region. When a GPS receiver has no 
available almanac data (called cold start), the code phase 
uncertainty region is a code period(1023 chips), and the 
carrier frequency uncertainty region is determined from 
the Doppler frequency magnitude of the incoming carrier 
frequency and the clock frequency error of the receiver. 
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Figure 1. Code and carrier uncertainty region 

In Figure 1, each carrier frequency increment is called a 
frequency bin, and each C/A code phase increment is a 
code bin. The combination of one code bin and one 
frequency bin is a cell [1]. The search procedure in the 
receiver with the passive correlator is sequentially 
executed on one cell at a time, while groups of cells (M 
cells) simultaneously are in the received with the multiple 
correlator [3,4,9]. 

A block diagram of one correlation arm for a general 
multiple correlator is given in Figure 2 [3]. It is sometimes 
called a single dwell serial acquisition system since it is 
tested only once for signal detection without verification 
[5,9]. A multiple correlator has several correlation arms in 
each correlation channel. In Figure 2, the incoming signal 
contains the satellite signal (s(t)) and the noise (n(t)). This 
incoming signal is mixed with the locally generated carrier 
and code, and passed through a BPF(Band Pass Filter). The 
coherently integrated samples are squared and summed. 
Then, this value is compared with the pre-determined 
threshold value for the fixed dwell scheme. 

 
Figure 2. One correlation arm for a general multiple 
correlator 



In Figure 2, the incoming signal (the incoming SV signal 
and the noise) can be written as [1,3,5]. 

))(cos()()( tttCAts φω +⋅⋅=  (1) 

where A  is the incoming SV signal amplitude, )(tC  is 
the C/A code modulation, ω  is the IF carrier frequency, 
and )(tφ  is the carrier phase which includes the 50 bps 
bi-phase data modulation. The incoming signal is 
demodulated, despreaded, and filtered by a BPF. The 
filtered signals can be written as [3,5] 
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where eω  is the difference between the carrier frequency 
of the incoming signal and the carrier frequency of the 
locally generated signal, eφ  is the phase difference, 

)(kTni  is the in-phase noise, and )(kTnq  is the 
quadrature phase noise. )(kTni  and )(kTnq  are zero-
mean Gaussian statistically independent random variables 
with average noise power given by TN /2 =σ . N  is 
the single side noise power spectral density, and T  is the 
pre-detection integration time. The correlation function, 

)(τR , between the incoming C/A code and the locally 
generated C/A code is given by 
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The test statistic for the signal acquisition is given in 
Equation (5) [3,5,9]. 
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where BN  is the number of post-detection samples. The 
random variable, )(kTZ , is the output of the square-law 
detector. The threshold value, η , is established for a 
desired detection probability and false alarm rate. If 

)(kTZ exceeds η  in any given cell(s), a verification 
procedure is initiated; otherwise, noise only is assumed, 
and the procedure is repeated for the next cell [3,9]. The 
false alarm rate, FAP , is the probability that )(kTZ  
exceeds the threshold η  when only the noise is present. 
The detection probability DP  is the probability that 
)(kTZ  exceeds the threshold η  when the signal and 
noise are present. Tracking the history of the study on the 
false alarm rate and the detection probability, the following 
equations can be found easily [9]. 
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where 2* )2/( σηη BN≡ , 2* )2/( σBZNZ ≡ , and 
22 )2/( σγ A≡ . The results are based several assumptions. 

One of the assumptions is that the code phase and carrier 
frequency differences between the incoming signal and 
the locally generated signal are zero. One research has 
been made on the analysis of the effect of the code phase 
difference [9]. This research has focused on the analysis 
of the effect of the constant code phase difference while 
the difference cannot be known be priori. Furthermore, it 
is not easy to verify the degradation of the detection 
probability when the code bin size becomes larger. 

The generalized detection probability under a more realistic 
assumption is derived in the following. The phase 
difference between the incoming C/A code and the locally 
generated C/A code is assumed to be random and has a 
uniform probability density as shown in the following 
equation. 
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where 1τ  and 2τ  are the minimum and the maximum 
phase difference value between the incoming C/A code 
and the locally generated C/A code. For example, if the 
code bin size is 0.5[chip], each cells is independent, and 
the signal is present in an appropriate cell, then 1τ  is -

0.25[chip], and 2τ  is 0.25[chip]. The detection 
probability with the unknown phase difference can be 
derived using Equation (7) and (8). Assuming that the 
carrier frequency of the locally generated signal is equal 
to the carrier frequency of incoming signal, the detection 
probability with the unknown phase difference is 
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where )2/())(()( 22 σττγ RA ⋅= . If the phase difference 
is zero as in [3,5,9] in Equation (9), the detection 
probability can be obtained as 
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where )(⋅δ is the Dirac delta function and 
)2/()2/())0(()0( 2222 σσγ ARA =⋅= . If the phase 

difference is a half of a code bin ( 25.021 ==ττ ) as in [9] 
in Equation (9), the detection probability is the following. 
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where )2/(5625.0)2/())25.0(()25.0( 2222 σσγ ARA ⋅=⋅= . 
It is found from Equation (11) that the detection 
probability at γ [dB] SNR when the phase difference is 
0.25 [chip] is equal to that at ( 5.2−γ ) [dB] SNR when 
the phase difference is zero. Therefore, we can see that 
Equation(10) and (11) are equal to the results in [3,5,9], 
and the detection probability given in Equation (9) is a 
generalized detection probability which includes the 
previous results. The generalized detection probability 
given in Equation (9) shows that as the value )( 12 ττ −  
becomes large, the detection probability goes low. If each 
code bin is independent, and the signal is present in an 
appropriate code bin, )( 12 ττ −  is equal to the code bin 
size. Consequently, the code bin size becomes larger, the 
detection probability goes low as shown above. This 
phenomenon is not easy to explain with the previous 
results. 

Figure 3 presents each detection probability given in 
Equation (9)~(11) versus CNR(Carrier to Noise Ratio) for 
the incoming GPS signal, where the code bin size is 
0.5[chip]. The detection threshold based on the constant 
false alarm rate criteria [6] is used and the constant false 
alarm rate is 0.02. In Figure 3, we can see that the 
detection probability has the largest value when the phase 
difference is zero, and the smallest value when the phase 
difference is 0.25[chip].  
 

Figure 3. Comparisons of detection probabilities 

We can evaluate the detection probability versus the code 
bin size in Equation (9). If the code bin size is α , each 
cell is independent, and the signal is present in an 
appropriate cell, then ατ 5.01 −=  and ατ 5.02 =  in 
Equation (9). Figure 4 shows the detection probability 
versus the code bin size in this situation. The detection 
threshold based on the constant false alarm rate criteria 
[6] is used and the constant false alarm rate is 0.02. 

 

Figure 4. Detection probability vs. the code bin size 

In Figure 4, we can see that the larger the code bin size is, 
the lower the detection probability value is. 

Let us focus on an acquisition performance of the multiple 
correlator. A mean acquisition time, by which the 
acquisition performance is evaluated, is calculated using 
the detection probability, the false alarm rate, signal 
search area, and the number of simultaneously searching 
cells. The mean acquisition time of the multiple correlator 
is given in Equation (12) [12]. 
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where CC MNN /= , CN  is the total number of cells to 
be searched, CM  is the number of simultaneously 



searching cells, DT  is the nominal dwell time, pk  is the 

false alarm penalty, FAT  is dwell time due to the false 
alarm, CM

FAFA PP )1(11 −−= , 1
2 )1(1 −−−= CM

FAFA PP , and 

FAP  is the false alarm rate. DP  is the generalized 
detection probability given in Equation (9). The mean 
acquisition time versus the code bin size is given in 
Figure 5. To facilitate comparison, only ratios to the mean 
acquisition time are given in which the code bin size is 
0.5[chip]. The detection threshold based on the constant 
false alarm rate criteria [6] is used and the constant false 
alarm rate is 0.02. The CM  is 20 and the pk  is 10. 

 

Figure 5. Mean acquisition time vs. the code bin size 

In Figure 5, it can seen that as the code bin size becomes 
larger, the mean acquisition time becomes smaller when 
the code bin size is less than a specific value while the 
mean acquisition time goes high when the code bin size 
becomes larger then the specified value. If the detection 
probability DP  is evaluated with the constant code phase 
difference, and a fixed SNR, only the number of 
simultaneous searched cells, which is equal to the number 
of arms of a correlation channel, has an influence on the 
mean acquisition time for the multiple correlator. The 
property shows that a suitable size for the code bin should 
be chosen in order to acquire better acquisition 
performance. 

 

Acquisition Scheme using eXtended Multiple 
Correlator 

As shown in the previous section, in order to reduce the 
mean acquisition time in the multiple correlator, the code 
bin size should be larger. However, too large size of code 
bin can give a long mean acquisition time. 

In this section, we propose a new correlator scheme called 
a extended multiple correlator(XMC). The proposed 
scheme can reduce the correlation loss due to the phase 
difference between the incoming code and the locally 
generated C/A code. The block diagram of one correlation 
arm of the XMC is shown in Figure 6. 
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Figure 6. One correlation arm of the proposed XMC 

The main feature of this correlation scheme is in the 
shadowed block of Figure 6. The demodulated inphase 
and quadrature phase signals are mixed with the 
combination of locally generated codes for despreading, 
while other structures are the same as a passive or 
multiple correlator. The combined form of the three C/A 
codes can be written as 

)()()()( DtCDtCtCtCXMC +−+−−+−= τττ  (13) 

where D  is a designed value. The BPF output signals 
are written as 
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Define new variables 
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Then, the BPF output signals is 
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where the average power of the inphase noise 
( )(kTn XMCi ) and the quadrature phase noise ( )(kTn XMCi ), 
is given as 
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We assume that the XMC has the same test statistic as a 
common multiple correlator for the signal acquisition, and 
the phase difference between the incoming C/A code and 
the locally generated C/A code is random and has a 
uniform probability density as in Equation (8). The false 
alarm rate, the detection probability and the mean 
acquisition time for acquisition scheme using the XMC 
are written as 
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where 2* )2/( XMCBN σηη ≡ , 2* )2/( XMCBZNZ σ≡ , 

)2/()))(2)((()( 22
XMCDRRA στττγ ++⋅= .  

In order to compare the performance of the proposed 
XMC with that of the multiple correlator calculated, we 
calculate the detection probability and the mean 
acquisition time for each correlation scheme under the 
same condition. The detection threshold based on the 
constant false alarm rate criteria [6] is used in the 
calculation and the constant false alarm rate is 0.02. The 

CM  is 20 and the pk  is 10. 

Figure 7 and 8 present the calculated detection 
probabilities. Figure 9 shows the comparison of the mean 
acquisition time. For facilitative comparisons, only ratios 
to the mean acquisition time for a multiple correlator are 
given. 
 

Figure 7. Detection probability vs. the code bin size 
( 1.0=D ) 

 

Figure 8. Detection probability vs. the code bin size 
( 2.0=D ) 

 

Figure 9. Comparison of the mean acquisition time 

As shown in Figure 7~9, the performance of the XMC is 
worse than that of the multiple correlator at signal 
strength region of less than about 36[dB-Hz], but is better 
or equal at signal strength region of more than about 
36[dB-Hz]. The L1 GPS satellite signal is transmitted 
with enough power guaranteeing the minimum signal 
power level of    -160 dBW at the Earth's surface with a 
3dBi linearly polarized antenna when the signal is 
received for the satellite above 5° mask angle [2]. This 
signal level is around 40[dB-Hz] in a commercial GPS 
receiver. Therefore, the proposed XMC gives better 
performance for the normal GPS signals. 



CONCLUSIONS 

This paper has derived a generalized detection probability 
without the assumption that the phase difference between 
an incoming code and a locally generated code is exactly 
known. It was shown that the derived detection 
probability includes the previous research results. It was 
found from the result that we could determine the 
detection probability and the mean acquisition time for 
the variations of the code phase interval in each 
correlation arm of a correlator. In addition, this paper 
proposed a new correlation scheme, named XMC. The 
proposed XMC gives better performance for the normal 
GPS signals. 

The effect of the frequency difference, and a multipath or 
jamming effect on the proposed method should be studied 
further 
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